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Abstract— State-of-the-art technologies in very large scale Fortunately, not all gates have the same importance with
integration (VLSI) aim at the realization of fast but low-power  respect to the circuit’s overall processing speed. Thusieso
consuming circuits. Recent technological advents offer aesign gates must work at the highest processing speed possibie, co

parameter with which both the processing speed and power ina hiah ts of h th be s| d
consumption of every single gate, which ighe basic building suming nigh amounts or energy, wheras others can be slowe

block of any circuit, can be fine tuned. With respect to this deign down, which conserves valuable energy resources. From an
parameter, a VLSI design constitutes a multi-dimensional mlti-  optimization point of view, thegoal is to obtain the fastest

modal optimization problem, for which previous research ha al-  processing speed by paying minimal energy consumption.

ready developed some problem-specific optimization proceties. — Tpagretically, this combinatorial optimization problesiNP-
But since they yield results worse than engineers, this pape hard for the ,general case

investigates how genetic algorithms perform in this appliation

domain. It turns out that in comparison to the procedures Section 1l also briefl . . h 1141 115
mentioned above, genetic algorithms are able to reduce the Section Il also briefly reviews previous research [14], [15]

power consumption by about 10-40%. These achievments are [18], [19], which has developed some special-purpose algo-
practically relevant, since they extend the circuits’ times-of- rithms for the problem at hand. Even though these algorithms

operation by the same amount. In addition, this paper also yield quite encouraging results, a comparison with human-
consgjers f}ome problem-specific variations, which signiimtly o htimized designs indicates that these solutions are artly s
speed up the optimization process. optimal. Apparently, the algorithms got stuck at sub-optim

I. INTRODUCTION solutions, also known as diverting local optima in the prentit

Off-the-shelf products offered virtually everywhere icaie 'Itérature on optimization.

that the processing speed of digital devices, such as deskiogjnce the optimization procedures mentioned above do not
computers, laptops, personal digital assistents, cefilanes, \qjiap1y vield optimal solutions, this paper applies evitinary

and the like, is of high importance to many end-users. InPthgqorithms to the problem at hand. Evolutionary algoritrares
words, end-users expect their devices to operate at a [Si0geseyristic population-based search procedures that incate
speed ashigh as possible. With respect twobile devices,  5n4om variation and selection. This paper focuses on the
the markets today also suggest another trend: mobile devigg jjication of a particular instance, called genetic dthors,
are expected to yield times-of-operation as long as passiblince poth numerous experiments and theoretical analgges |
proba_bly m_order to maximize the end-user’s independence ], [13] stress their superior global optimization perfance
electncal WITeS. . when applied to rather combinatorial optimization tastkgh
The issue of a suitable power supply, €.g., by means of y,¢ gptimization problem at hand, especially in the prese
rechargeable batteries, becomes even more importamdt ot ynyanted local optima. Therefore, Section Iil presents a
mobile devices, such as cellular phones and personal bigigqt description of this class of algorithms. Standardejen
assistants. For example, most end-users would probably Bpf,rithms do not exploit any problem-specific properties.
accept, if the battery was larger and/or heavier than t us, Section Il also proposes a few problem-specific en-

actual cellular phone. High processing speed and long @fe-pancements, in order to accelerate the optimization psoces
operation are probablihe driving forces for research on low-

power technologies. Consequently, current research on lowln order to allow for an evaluation, this paper applies se-
power VLSI technologies [2], [7], [8], [14], [15] tries, amg lected evolutionary algorithms to some rather standartydes
other aspects, to minimize a circuit's energy consumptigroblems, which are drawn from the ISCAS benchmark suite
without tampering its processing speed. [6]. Section IV provides a short description of these tagksl

As Section Il briefly reviews, an integrated circuit consistalso summarizes all the relevant parameter settings. Buétse
of very many interconnected gates. A particular designrparapresented in Section V suggest that the selected algorithms
eter, called the gate threshold-voltalje;, determines both evolve designs better than those previously reported. The
a gate’s energy consumption and its processing speed. Desults furthermore indicate that the modifications prepos
to technological reasons, these two parameters are iyersa Section Il lead to a significant speed up. Finally, Sattio
correlated; they compete with each other by their very matuiV1 concludes with a brief discussion.
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Fig. 1. A simple CMOS-circuit with different path delays,usad by different numbers of gates in each path. The lowdr ipaton-critical, and thus may
be subject to the implementation in slow high-voltage tedbgy. Here,r refers to the cumulated delays from the circuit's input te gate's output, rather
than the gate’s individual delays.

TABLE |
THIS TABLE SHOWS THREE DIFFERENT REALIZATIONS WITH THEIR
A digital VLSI circuit generally consists of very many gates RESULTING DELAYS AND LEAKAGE CURRENTS FORNOR- 2,  NAND- 2,
of different types, such aNAND, NOR, inverters, etc., and AND AN INVERTER, WITH THE NUMBER DENOTING THE NUMBER OF GATE

II. BACKGROUND AND PREVIOUS RESEARCH

varying numbers of inputs, which together realize the dilcu INPUTS.

functionality, e.g., a network adapter, a microprocessor, NOR- 2 NAND- 2 | NV
something else. Each gate requires some time to process it%G.3 0S| 86.0nA 429ps| 1350nA 36,6 ps| 928 nA
input data. This time is generally called the gate’s detay 5 ps| 36.6nA 513ps| 465nA  37.6ps| 625 nA
Figure 1 presents a simple example, which allows for the goops| 106nA 583 ps| 203nA 458 ps| 12.6 nA

following two observations: First, the delayis not equivalent

for all gates but depends on both the gate’s functionality

and the number of inputs. Second, not all gates are equalbltages for the transistors. The designer can thus fine tune
important for the circuit's overall delay. In this examptee both the delay and the power consumption of every gate.
upper path has more gates in sequence and thus constitdtgisle | provides three examples of three different redbrast

the circuit’s critical path, since it determines its ovédslay, with their resulting delays and leakage currents, whichtlage
whereas the lower path processes its signals faster anyhowmain contribution to the gate’s power consumption. Fortfert
other words, the gates residing in the non-critical pathld&coutechnological details, the interested reader is refemefd 4],

be processing their signals at a lower speed without affgcti[15].

the circuit’'s overall delay to some extent and thus could beBy having the option of choosing from different gates, the
saving valuable energy, if that was technologically pdssib designer may select fast gates (consuming high energy) for

It might be well known to many readers that every gatie critical path and slower gates (consuming low energy) fo
is realized by a certain number of transistors. A transistothe non-critical paths. By offering specific implementations
electrical characteristics depend, among other thingsaorper gate, i.e., a specific combination of delay and energy
specific design parameter, called the gate thresholdgeltaconsumption, The design task consists of selecting a péatic
Vrg. Given a specific technology, this parameter determingsplementation for every gate such that the circuit’s oltera
both the transistor's processing delags well as its power delay is as short as possible and that simultaneously the cir
consumption. Conversaly, if either the transistor’'s detay cuit’s overall power consumption assumes a minimum. Once
its power consuption is given, the other parameter is alparticular gate implementations have been selected,-ctate
determined. Unfortunately, these two parameters areseler the-art design tools [] ??7? frank sill fragen ??? automiifica
correlated by their very nature. That is, a transistor htéeeei determine both the circuit's entire delay and its entire pow
a short delay and a high power consumption or vice versaconsumption.

It used to be that the very same threshold voltage; With a total of g gates, the very same circuit can be
had to be used foall transistors throughout the entire VLSIrealized in potentiallyn=g” alternatives. Previous research
circuit. State-of-the-art design technologies [2], [8],[[14], [9] has suggested that=3 different implementations per gate
[15], [18], [19], however, allow for using varying threskiol are optimal. Due to the possible interconnections between

different paths, this optimization probleoan be NP-hard in

1Different functionalities requiere a different number ofdrnal elements, the general case.
i.e., transistors, which influences a gate’s overall delay

20n the transistor as well as gate level, the telshay rather than processing  3Unfortunately, the literature [9] does not provide any sabsal indication,
speed is more commonly used. why p=3 is supposed to be optimal.



For the task of finding optimal designs, previous researthilored to continuous parameter optimization and are tiais
[8], [14], [15], [18] has employed various algorithms, fronfurther considered in this paper.
which two serve as a baseline for comparison purposeslin order to be optimizable for a genetic algorithm, this pape
The first algorithm [14], denoted as SFA-I (straight-fordiaradopts a direct coding in which every gate is represented by a
algorithm, variant 1) for short, starts off by using the skst particular gene, which codes for the particularly chosete ga
implementation for all gates. It then accelerates thecaiiti threshold-voltagé’ry. Thus, a device that consists ofgates
path by substituting some of them with their fastest countas represented by a genome wfpositions with each being
parts until either this path has turned into a non-critica¢ 0 able to assume three different values (see above and also [9]
or no further gates can be accelerated. This step is repeate@ihe genetic algorithms described above are rather generic
as long as it can change a critical path into a non-critical. orand do not account for any problem-specific property. In the
Finally, all fast gates are substituted by the medium ones gm®blem at hand, for example, it does not make sence to
long as this does not affect the circuit's overall delay. mutate any gate of the critical path(s); they have to be ds fas

The second algorithm [15], denoted as SFA-II for shorgs possible. Therefore, the first variation, denoted;als\)-
is a modification of a previous development [10], [17]. INC-GA, considers only gates from non-critical path(s). The
starts off by selecting the fastest alternatives for allegat chromosom length has to be reduced appropriately.
It then consecutively substitutes them with medium or slow The second variation accounts for the following observatio
alternatives. In so doing, it prefers gates with a high fah-o gates with many inputs and outputs are likely to be in many
The step is repeated until no further gate can be slowed dodifferent paths. Thus, several paths would benefit from & fas
without affecting the circuit’'s overall delay. For furthéetails, implementation of such gates. Therefore, the mutationaiper
the interested reader is referred to the literature [14].[1  might bebiased such that it chooses faster gates more often for

gates with higher-than-average connectivity, and slowerso

1. THE EVOLUTIONARY APPROACH for gates with lower-than-average connectivity. To thisl.en
The term evolutionary algorithms refers to a class of the algorithm calculates a correction value
heuristic population-based search procedures that incate 0.15 - G508

max;cC;

=14 —015 : —%_ <02 . (1)

max;cCc;

random variation and selection, and provides a framework
that mainly consists of genetic algorithms [5], evolutipna
programming [3], [4], and evolution strategies [11], [13]. 0 @ else

Even though all evolutionary algorithm have their owRrhe probability of choosing a fast, normal (medium), or slow
peculiarities, they share many common features. All eVO'Hﬁplementation for gaté is thenp; = 1/3 + ¢;, pn = 1/3,
tionary algorithms maintain a populationpﬁndi\_/iduals, aIso_ andp, = 1/3 — e;, respectively. 2?2 frank, sind hier formeln
called parents. In each generation, an evolutionary algori richtig ... 2?2? Genetic algorithms that employ this form of

generates\ offspring by copying randomly selected parentgizsed mutations are denoted ask)-BM-GA for short.
and applying variation operators, such as mutation anchreco

bination. It then assigns a fitness value (defined by a fitness IV. METHODS
or objective function) to each offspring. Depending on ithei All experiments were done by means of a state-of-the-art

fitness, each oﬁsprlng 1S given a specific survival proble;_/oll design tool []. ??? frank sill fragen ??? To this end, theuifis:
By selecting certain individuals as parents, an evolutipna

: X ate configuration is defined byret-list, which specifies all
algorithm advances from one generations to another. The Onections between the inputs and outputs of all gates. In
most-commonly used selection schemes are denoted as ei

i . . L ition, the design tools reads a list, which specifies the
(11.) Or (u+). The first selection scheme, I.eu,§) indicates delay of all gates. Then, the design tool calculates both the

that the algorithm chooses the parents for the next geoeraty; . \vo delay and its power consumption. In order to edsge t

only from the offsp_rlng, whereas _the latter selection SCheni}?“lplementation, this paper adopts a direct encoding in wvhic
selects from the union of the previous paresd the current

fsoring: the latter f is also K fold eliti each allel directly codes the gate’s particular implemtsoria
ofispring; the fatter form 1S alSo known as1oid €litism. e also Section Il). In order to speed up the optimization

. e S

As has bl;een d|]§cuss§d ‘?‘E}O\r’]e ang_f?xemp:mel? in Talgre L @cess, the fastest implementations are chosen for abkgat
gﬁtes fcan E configured with t tr)clee ! err]entdfa agebc B1eNiSince each gate can choose its leakage current only from thre
Therefore, t fe optlhmlrz]athon prc(;_ em ?tf an |fscrete Y |ts| different values, the implementation of an appropriateation
very ngture or whic t ¢ traditional orm o genetic "f‘gobperator is straight forward: it chooses the next lower ghbr
rithms is pa_rtlcularly suited. In the experimental companis, value. In accordance with the literature [5], [12] a mutatio
these algorithms are denoted as-)-GA or (,A)-GA for o papiiiy 1, — 1/ with n denoting the number of gates
short. The other evolutionary algorithm variants, pattcy was chosen in all experiments

evolutionary programming and evolution strategies, rather Because the chromosom is not given in any particular gate

ordering, this paper employs uniform recombination, which
41t should be noted that the actual values of the leakage misrr@re not 9 pap ploy

equivalent for all gates, but depend on their number of ispfunctionality, exchange_s correspon_d_ing genes of two random_ly selected
and other parameters. parents with a probability,=0.5. Even though the literature




[11] suggests thap=1 parent and\=6 offspring yield the (1+6)-GA on C5315
highest sequential efficiency, this paper also considegefa 5509

population sizes for (_:omparitive purposes. . 5000 \\ 250000
As has been outlined above, the fitness function shouldygy [ \
incorpo_rate both the network’s del_ay and i_ts energy consump 4500 \ Leakage 200000 g
tion. Since the network's delay is of primary interest (by2,s,, N\ )
- e ) =~ &
definition), the following fitness function has been used: @, \ 150000 S
3 L A
1 2500
=delay — ——— . 2
f = delay leakage @ 000 Dy N 100000
Since the circuit'sielay andleakage are of type integer and 1500 P
i i ; 1000 50000
strictly greater than zeralelay dominates the fitnesg. 0 500 1000 1500 2000 2500 3000 3500 4000

In order to perform a comparative study, this paper has
selected the following five standard designs from the ISCAS
benchmark suite (for further details, see [6]): Fig. 2. The evolution of both the circuit's delay-éxis on the left-hand-

. . . ide) and leakageyfaxis on the right-hand-side) when usingt@)-genetic
C432is a 27-channel interrupt controller [20] with a total Igorithms for the C5315 problem

of 36 inputs and 7 outputs. The controller has 27
interrupt request inputs, which are grouped into 3

Generations

buses with 9 lines each. It has further 9 control SFA-I and SFA-Il on C5315
inputs, which activate/de-activate the associated in- 2800
terrupt lines. The implementation of such an interrupt -~ 2690 - 130000
controller, requires 160 gates. ;‘2‘88 110000
C1355is a 32-Bit single-error correcting circuit [21]. By uti- — 5ggg _— z
lizing a (40,32) Hamming code matrix, it generates% 1800 SEATL..1 90000 g
a 8-bit long syndrom by reading the 32 input linesS 1600 Leakage” T Leakage ‘%‘D
The 41 input lines are forwarded along with the 8-bit® 1400 STA c SPAL 170000 3
syndrom to a correction unit. The implementation of 1(2)88 50000
this device requires 546 gates. 800
C3540is a 8-bit arithmetic-logical-unit (ALU) [22] with 50 600
inputs and 22 outputs. It realizes various arithmetic, 0 50 100 150 200 250 300
logical, BCD, shift, and other operations on 8 input Iterations

!lnes, and ItS. implementation rng.res 166_9 gates. Fig. 3. The evolution of both the circuit’s delay-@xis on the left-hand-side)
C5315is an extension of th&3540-circuit [23], in that and leakagey-axis on the right-hand-side) when applying a straightvtou
it realizes a 9-bit ALU with 178 inputs and 123optimization algorithm on the C5315 problem
outputs, which requires 2406 gates for its implemen-
tation.
C7552is a device [24] that contains a 34-bit adder, a 34lgorithms initialize all gates with the fastest realinas, the
bit comparator, which requires an additional 34delay starts at 1955 ps and a (total) leakage of 272,600 nA.
bit adder, and an 34-bit parity checker. The circuiuring the corse of evolution, then, the leakage drops t@atm
requires 3512 gates to map the 207 inputs onto 1@gfifth of that value, i.e., about 58,597 nA, without increasi
outputs. the circuit’s delay as requested. The small jitter of theejjits

For the realization, this paper used a previously develgpgel dge to some imprecissions of some floating-point opergtions
library [16], which is based on the 65 nm Berkeley predictiveince the performance graphs of both procedures are Vytual
technology models (BPTM). 2?2 frank: eine reference ??? identical, the remainder of this section focuses on thes’plu
selection scheme and does not consider the other one.
V. RESULTS For comparison purposes, Figure 3 presents the development

Direct performance comparisons are not straight forwaad both delay and leakage when using the procedures SFA-|
for the following two reasons: first, two quality measureand SFA-II previously developed [14], [15]. It can be seedt th
are simultaneously subject to the optimization process, ahoth procedures start off with a relatively large delay obuatb
second, the optimization procedures considered in thigpa@656 ps, but arrive at the same final value of 1955 ps after
operate on different time scales. Therefore, this sectiartss about 150 to 250 iterations. In order to attain this improved
off with a detailed discussion of Figures 2-5, which showi-varprocessing, both procedures have increased the leakage to
ous performance figures obtained on the ALU-design problexhout 73,443 nA and 81,580 nA, respectively.
C5315. For a better comparison of the two parameters under op-

Figure 2 shows the evolution of both the delay and leakatjmization, Figures 4 and 5 combine those graphs into two
when using both a (1+6)-GA and a (1,6)-GA. Since the genefigures. To this end, the time scales, i.e-axes, have been
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rescaled such that the time is norlmal_ized.to a 100 timg units. Leakage on C5315 when using a (1+6)-GA, SFA-I, and SFA-I
It can be clearly seen that the circuit's final delay arrive at 0
the same values (Figure 4), whereas the genetic algorithms \
were able to improve the leakage by about 20-30% (Figure 85000
5). This, however, came at the cost of a significant increase 80000
in the computational requirements. With respect to the endé75000 \
users expectations on the time-of-operation, this aduitio
optimization effort might by worth it, especially since ¢hias )
to be done only once during the circuit’s design process. 5“365000 e

Figures 6 to 9 show how the optimization procedures under 60000 \\ ]
consideration evolve the leakage over time for the other fou g0, e (146):GA
design problems C432, C1355, C3540, and C7552, respec-
tivel_y._As fc_)rt_he CS315_probIem discussed first, all proc_redu 500000 20 - 40 60 80 100
exhibit a similar behavior. Furthermore, all proceduradvar
at the same final delay (not shown in any figure) for each
problem. Fig. 5. The evolution of the leakage for all algorithms

The performance graphs may be summarized as follows: In
comparison to SFA-I, SFA-II constitutes a significant imyeo
ment in that it requires shorter optimization time and oftewith Figures 6 and 9, respectively, indicates that a (10+40)
yields lower leakage values. SFA-II increases the leakage &A might be faster in terms of the number of generations
Substituting slow high-v0|tage gates by their fastest ¢teun but significantly slower in terms of the number of functions
parts, until the circuit has the shortest delay possibléhen evaluations, which is the product of the number of genematio
reduces the resulting leakage by also considering mediu@id the number of offspring.
voltage gates.

VI. CONCLUSIONS
The genetic algorithms by contrast, yielded the lowest _ . .
overall leakage and thus energy consumption values, but'NiS Paper has argued that processing speed and energy

required substantially more time. This observation goes iRONSUMPtions are properties, which end-users consider im-
line with the pertinent literature [11]: evolutionary atitbms portant for mobile devices. It has been discussed that th(_ase
are a general framework, which might be slower than specii{0 Parameters depend on each other due to technological
purpose procedures in many cases but have the ability "§SOnS- This paper has furthermore reviewed two optifoizat
escape from local optima, and are thus often able to yigRjocedures, which have been investigated in previous reisea
superior results. For comparison purposes, Table I pteseﬁlnce previous research has led to optimized designs, which

the final values for delay and leakage for all algorithms ov&f€ inferior to devices designed by humans, this paper has
all problems considered in this paper. applied genetic algorithms to this optimization problerheT

In order to assess the utility of large population Sizegxperlmental results indicate that genetic algorithmsewer

- 0,
Figures 10 and 11 illustrate the application of a (10+40)—G§|eréo.éegluci tthri' I?e?jk?jgei' bgs at_)l_?]lét rleos Lll(t)s/()alii 9;:?(?:;(1
to the C432 and C5315 problems, respectively. A comparison previously optimiz Igns. u Indi

[} -"‘__.
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Fig. 6. The evolution of the leakage when applying a (1+6);SRA-I, and
Fig. 4. The evolution of the delay for all algorithms SFA-II to the C432 problem



(1+6)-GA, SFA-I, and SFA-Il on C1355 Leakage on C5315 when using a (1+6)-GA, SFA-I, and SFA-II
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Fig. 7. The evolution of the leakage when applying a (1+6);SRA-l, and Fig. 9. The evolution of the leakage when applying a (1+6)-GRA-I, and

SFA-II to the C1355 problem

however, that genetic algorithms require substantiallyreno
computation time. [1]

Future research will be dedicated to the investigate of
further optimization approaches, such as simulated amgeal [2]
and other evolutionary algorithm variants, Furthermouéyife
research will be investigating to what extent an increagh®f
numberp of different gate implementations can benificial for

the overall energy consumption. a
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